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High-impact teaching practices in higher education: a best
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ABSTRACT
In this paper, we report on an attempt to systematically discover reliable
and high-quality evidence on teaching practices that have an impact on
student learning. We adopted an innovative approach that was
modelled on some of the practices of a systematic review. Papers that
met certain quality criteria (population generalisability, ecological
validity, measurement validity, logical clarity and design justification)
were examined and a weighted-average score for each paper was
calculated. These were then ranked to derive lists of best-evidenced
and most impactful teaching and curriculum strategies. The results
reveal that this method provides a reasonable approach to distilling
the available literature into a concise representation of the most
effective practices that are backed by good research design attributes.
The results will be useful for curriculum designers, university leaders
and policy makers, and have already informed policy at one Australian
university.
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Introduction

There is an abundance of literature on ‘good teaching’ in higher education, including a growing
number of widely-used texts and resources offering research-informed advice for teaching in
higher education (e.g. Biggs and Tang 2011; Laurillard 2001; Ramsden 2003).

However, many teachers base their teaching practices on tradition, the advice of experienced
practitioners, personal experience gained through trial and error, ‘ideology, faddism, marketing or
politics’ (Groccia and Buskist 2011, 5). Further, much of the research on teaching practices is con-
ducted within particular disciplines on disciplinary cohorts of students; this is understandable
because it is likely that much SOLT (scholarship of learning and teaching) activity and research on
teaching practices is based in disciplines and so is conducted on samples of convenience within
those disciplines – a threat to the external validity or generalisability of the findings of those
studies (Leppink 2019, 8–10, 17). This is not to say that there are no studies across whole institutions
or multiple disciplines, just that these are the minority (Cook and Hatala 2015).

A corollary of much SOLT research being based on discipline-based, convenience samples, is that
many such studies have relatively small sample Ns – a is a threat to the reliability of estimates of
effects (Leppink 2019, 55–56).

Another quality issue in research on teaching practices is the wide variety of both research
questions and methods used (Bearman et al. 2012, 629; Ling and Ling 2020). There is an obser-
vable pattern that many studies are based on surveys, focus-groups and interviews with
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students, which are often based on qualitative, interpretivist research designs; even those that
are quantitative and objectivist in underlying philosophy may not use objective measures of
outcomes but instead rely on study participants’ self-reported outcomes; compounding this
is that most studies deriving from the growing interest in SOLT are typically not experimental
in design, and are most likely to be correlational rather than comparative (for a full review of
this diversity see Ling and Ling 2020). Yet another threat to validity and reliability is that
studies are often conducted as a once-off design, rather than being longitudinal in character
(Leppink 2019, 54).

Again, this is not to say that there are no positivistic, quantitative, comparative, or longitudinal,
studies of teaching practice effectiveness, that use objective outcomes measures, and an experimen-
tal design, only that these are in the minority.

Finally, higher education is a context in which it is less common, certainly than it is in the
sciences, for communities of researchers to build on the work of others, or to follow a common
line of inquiry into problems where the definition of concepts, and indeed of the problems them-
selves, is shared or agreed upon (Bearman et al. 2012). Though there are some concepts and con-
structs that are shared within the field of higher education studies, sustained, focused, and
cumulative programmes of research are relatively rare. There are some exceptions – constructs
that have had a sustained run – for instance, good examples of sustained inquiry and scholarship
on a theme maybe the idea of students’ approaches to learning (Biggs 1988; Entwistle, Hanley, and
Hounsell 1979; Marton and Säljö 1976) or threshold concepts (Land, Meyer, and Flanagan 2016;
Meyer and Land 2005).

Given the current and emerging challenges facing the higher education sector with the rapid
growth in student participation and an increasingly diverse student cohort, there is a need, today
more than ever before, for a focus on sound evidence-based teaching – that is, teaching practices
that are most likely to lead to effective student learning outcomes (James et al. 2015). Evidence is
not the only thing needed to secure quality; according to Hattie (Hattie 2015, 89)

[f]aculty need to go beyond merely collecting data, creating reports, and asking students to fill in surveys, but to
become excellent interpreters of evidence about their impact.

For instance, the measurement and reporting of effect sizes for studies of the impact of different
teaching and learning strategies is relatively uncommon. Justifying a motivation to take effect sizes
into account in appraising literature, Hattie observes that

[o]ne of the surprising findings was that across the interventions that are commonly claimed to enhance student
learning—nearly all of them have a positive impact on student learning. That is, almost everything works! But
herein lies the greatest problem in education—every method seems to work relative to not implementing
that method.…What we should be asking, instead, is the magnitude of the learning improvement—Some inter-
ventions have dramatically higher impacts than others. (Hattie 2015, 81)

This paper presents the findings of a systematic approach to the review of studies investigating
the effects of different curriculum design and teaching practices on learning outcomes. The aim
was to identify high-impact teaching practices – that is, practices that had the greatest effect on
student learning – that were also generalisable, well-conceived, and tested in well-designed
studies. The aim was to establish the warrant for policy recommendations for teaching practice
and curriculum design.

The study

Method

Search and selection method
The search strategy used employed the Web of Science reference database and search engine; the
syntax is listed in Table 1. (The full listing of journals searched is in Table 2.)
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An initial selection of papers was made by Author 1 (CS), based on prima facie evidence in the title
and abstract that the paper would meet minimum criteria for inclusion. These minimum criteria
included:

. that the paper was about a teaching and learning practice;

. that it reported on the appraisal/evaluation of that practice;

. that the appraisal of the practice was based on its impact on either student learning or student
experience; and

. that the paper estimated an effect size either by comparison (that is to say it compared the effec-
tiveness of a teaching practice on those who did not experience the practice with those who did),
or by estimating the impact of the practice on learning or experiential outcomes, or by calculating
the correlation of the practice with outcomes.

The papers that were selected by this method were then reviewed in more details (by Author 1).
An initial review of abstracts generated a pilot list of about 50 papers, which the authors examined
and the methodology slightly amended as a consequence. The amendments to the methodology
related to the allocation of weighting and points to the inclusion criteria (see Table 3). Weightings
were determined according to the purposes of the research and reflected these. Thus, ecological
validity was important (weighting for this criterion was 1, and within it, the standards expressed
a ranked preference for work done on/in naturalistic settings), but population generalisability
and the validity of measurement were more important (weighting of 2, overall, with standards
within each afforded refined but rank-ordered sub-scores). The criterion that we weighted
(valued) most was clarity in the design and the logic and purposiveness of the study. Again,
within that criterion, there were ranked standards. In this way, the weighting scheme embodied
the values that underpinned the study – a search for high-quality, generalisable findings, derived
from well-designed and coherently-reported studies (see Table 3).

Table 1. Listing of syntaxes used for the searches in Web of Science database interface.

Search
Number Yield Syntaxa

1 8 SO=(… list of journal titles…) and
TS=(higher education measure* teach* curricul* learning outcome*)

2 24 TS=(higher education measure* teach* achievement)
3 5 TS=(SEEQ)
4 5 TS=(SEEQ) including INTERNATIONAL JOURNAL OF EDUCATIONAL RESEARCH and REVIEW OF

EDUCATIONAL RESEARCH from this point on
5 349 TS=(effective teaching)
6 2 TS=(effective teaching attainment)
7 50 TS=(effective teaching outcome*)

Other search strategies and strings
8 350 approx searching in Teaching Psychology for the string ‘effective teaching’
9 119 effective learning experiment university ‘effect size’ in Learning And Instruction the journal
10 43 effective learning experiment university ‘effect size’ in International Journal of Science and

Mathematics Education
11 3 effective teaching learning experiment university ‘effect size’ in Journal of Political Science Education
12 0 effective teaching learning experiment university ‘effect size’ in Journal of Social Science Education
13 7 effective teaching in Journal of Social Science Education
14 407 ‘effective teaching learning experiment university effect size’ in the Int’l Journal Of Medical

Education (UK) – this search seemed to target beyond medical education
15 15 pubid(266697) AND (effective teaching) AND learning AND (effect size) AND university using

ProQuest where pubid = int’l journal medical education
16 194 pubid(42593) AND (effective teaching) AND learning AND (effect size) AND university using

ProQuest where pubid = BMC Medical Education
aSyntax for searches 1 through 7 is complete for search 1 in the Table; after that only the ‘TS=’ (which is the term search syntax) is
included, as the journal list was the same for each search. Journals searched were the same except for the addition of two of the
journals listed in Table 2 for searches 4–7.
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The full set of potential inclusions was then reviewed (by Author 1) and a final set of (seventy-
eight) papers was selected. The 78 papers provided information on 96 studies that met the inclusion
criteria.

Evaluation method
Included papers were appraised and scored on four criteria. The criteria for the evaluation of the
papers are listed in Table 3. The criteria were weighted, and along with the effect size (or equivalent)
a formula was used to calculate a final score for each paper.

For each study, a weighted mean was calculated that combined Cohen’s d, the score that the study
achieved in each of the dimensions or criteria, and the weighting that was applied to each criterion.
Where papers reported Cohen’s d we incorporated this calculation directly into the weighted mean
formula. Where findings were reported as Pearson’s r or r-squared, or F statistics, a Cohen’s d equivalent
was calculated, and this calculated value was incorporated into the weighted mean calculation.

As a consequence, each study achieved a final weighted main score that took into account the
paper’s quality, in a scheme that weighted criteria deferentially according to decisions made by

Table 2. Listing of journals used in the searches.

CANADIAN JOURNAL OF HIGHER EDUCATION
CORE CONCEPTS IN HIGHER EDUCATION
DEVELOPING CULTURAL CAPABILITY IN INTERNATIONAL
HIGHER EDUCATION A NARRATIVE INQUIRY
DIALOGUE BETWEEN HIGHER EDUCATION RESEARCH AND
PRACTICE
EFFECTIVE LEARNING AND TEACHING IN HIGHER
EDUCATION
ENHANCING QUALITY IN HIGHER EDUCATION
INTERNATIONAL PERSPECTIVES
EVALUATION OF ONLINE HIGHER EDUCATION LEARNING
INTERACTION AND TECHNOLOGY
EXCELLENCE IN HIGHER EDUCATION
EXPLORING LEARNING TEACHING IN HIGHER EDUCATION
HIGHER EDUCATION
HIGHER EDUCATION AND CIVIC ENGAGEMENT
COMPARATIVE PERSPECTIVES
HIGHER EDUCATION AND COMMUNITY BASED RESEARCH
CREATING A GLOBAL VISION
HIGHER EDUCATION AND DEMOCRACY ESSAYS ON SERVICE
LEARNING AND CIVIC ENGAGEMENT
HIGHER EDUCATION FOR A KNOWLEDGE SOCIETY
HIGHER EDUCATION HANDBOOK OF THEORY AND
RESEARCH
HIGHER EDUCATION HANDBOOK OF THEORY AND
RESEARCH VOL 25
HIGHER EDUCATION HANDBOOK OF THEORY AND
RESEARCH VOL 26
HIGHER EDUCATION HANDBOOK OF THEORY AND
RESEARCH VOL 29
JOURNAL OF CONTINUING HIGHER EDUCATION
JOURNAL OF HIGHER EDUCATION
ISSUES IN HIGHER EDUCATION
INTERNET AND HIGHER EDUCATION
INTERNATIONAL JOURNAL OF EDUCATIONAL TECHNOLOGY
IN HIGHER EDUCATION
INTERNATIONAL JOURNAL OF EDUCATIONAL RESEARCHa

INTERNATIONAL PERSPECTIVES ON HIGHER EDUCATION
RESEARCH
INTERNATIONAL STUDIES IN HIGHER EDUCATION
INTEGRATING PRACTICE BASED EXPERIENCES INTO HIGHER
EDUCATION

INNOVATIONS IN HIGHER EDUCATION TEACHING AND LEARNING
HIGHER EDUCATION RESEARCH DEVELOPMENT
HIGHER EDUCATION QUARTERLY
KEY ISSUES IN HIGHER EDUCATION
NEW APPROACHES TO PROBLEM BASED LEARNING
REVITALISING YOUR PRACTICE IN HIGHER EDUCATION
PEER REVIEW OF LEARNING AND TEACHING IN HIGHER
EDUCATION INTERNATIONAL PERSPECTIVES
QUALITY IN HIGHER EDUCATION
RESEARCH IN HIGHER EDUCATION
REVIEW OF EDUCATIONAL RESEARCHa

REVIEW OF HIGHER EDUCATION
SERVICE LEARNING IN HIGHER EDUCATION CRITICAL ISSUES AND
DIRECTIONS
STUDIES IN HIGHER EDUCATION
TEACHING FOR LEARNING AND LEARNING FOR TEACHING PEER
REVIEW OF TEACHING IN HIGHER EDUCATION
TEACHING IN HIGHER EDUCATION
THEORY AND METHOD IN HIGHER EDUCATION RESEARCH
THEORY AND METHOD IN HIGHER EDUCATION RESEARCH I
THEORY AND METHOD IN HIGHER EDUCATION RESEARCH II
ACTIVE LEARNING IN HIGHER EDUCATION
ASSESSMENT EVALUATION IN HIGHER EDUCATION
LEARNING AND INSTRUCTION
APPLIED COGNITIVE PSYCHOLOGY
JOURNAL OF EDUCATIONAL PSYCHOLOGY
BRITISH JOURNAL OF EDUCATIONAL PSYCHOLOGY
COGNITIVE SCIENCE
MIND MODELLING A COGNITIVE SCIENCE APPROACH TO
REASONING LEARNING AND DISCOVERY
TEACHING OF PSYCHOLOGY

aThose entries marked with were added in searches 4 through 7.
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the research team, and which suited the purposes of the study. For instance, studies that were con-
ducted with cohorts of students from multiple disciplines scored more highly on generalisability than
studies that we conducted the students from single disciplines; studies that were experimental and
conducted in laboratories scored less highly on ecological validity than studies that had good designs
but also good ecological validity.

Using this scheme, our ratings valued most highly generalisable findings, based on well-measured
data/constructs, collected in studies conducted in naturalistic settings, with a very clear purpose and
logic of inquiry. Further, the ratings scheme valued logic of inquiry and clarity of purpose, above
measurement validity and generalizability, and all of these above ecological validity.

Procedure
Each paper’s abstract was examined and the details compared with the criteria for inclusion. The cri-
teria for inclusion were:

. the paper reported on a study that was experimental, quasi-experimental, or correlational (includ-
ing ANOVA, regression, structural equation modelling, path-analysis);

. the paper reported finding/s that potentially could inform university teachers’ and curriculum
designers’ practices;

. the paper reported a design that was comparative – that it is it explored the question of the impact
on students’ outcomes of the educational practice being studied, either compared with a null
impact, or compared with an alternative or control group or practice;

. the paper reported a design the dependent variables of which included learning outcomes, not
just satisfaction measures.

If the abstract immediately justified inclusion prima facie, the paper was retained for further con-
sideration and possible summarisation. If the abstract indicated that the paper did not meet the cri-
teria for inclusion it was excluded. If the abstract did not make the decision to exclude unequivocally
possible, then the paper was included for further analysis. Included papers were then examined in
more detail. Those that did not meet criteria for inclusion were excluded. Those that met the criteria
for inclusion were retained and explored in more detail in a further step. In that final step, some
papers were discarded because they did not measure up to the promise of their abstracts, or, for
some other reason that became apparent upon closer inspection, they did not meet the criteria
for inclusion.

Table 3. Criteria and weighting.

Criteria and standards for point allocation Weighting

Population Generalizability Rating: 2
1 = one discipline/one university;
2 = one university & multiple disciplines/multiple universities & one discipline;
3 = multiple universities and multi-disciplines (one-off or multi times)

Measurement Validity rating: 2
1 = none/single items;
2 = Principal Components Analysis /Exploratory Factor Analysis (reporting factor scores or alphas only);
3 = Confirmatory Factor Analysis /Structural Equation Modelling

Ecological Validity rating: 1
1 = Lab experiment;
2 = Lab experiment with naturalistic material/simulated setting;
3 = naturalistic (naturally occurring) setting and materials

Logic of inquiry clarity:
1 = data dredging, unclear exposition of purpose, no link to theory;
2 = links to theory but exposition of purpose, design, measures, test is unclear;
3 = clear theoretical links, design, argument, variables and tests

3
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Those that were retained were summarised in a spread-sheet. There were seventy-eight (78) such
papers retained and summarised.

Key summary information
Along with the full citation details, the following data were extracted for each paper:

. analysis sample size

. sample characteristics and source/s

. discipline group 1

○ 0 = not reported;
○ 1 = STEM;
○ 2 = HASS;
○ 3 = Mixed

. theoretical focus

. inputs studied

. mediators studied

. controlling for

. outcomes – higher-order grouping (a broad label for the outcome clusters)

. outcomes studied (more detailed description of outcomes studied)

. methods and statistics used.

Effect sizes
Where the paper reported effect size/s as Cohen’s d, we used that in the calculation of the weighted
mean (see below). Where the paper reported statistics that could be interpreted as or converted to
effect size equivalents (eta-squared, R-squared, Hedges g, omega-squared, z-scores, chi-squared,
Pearson’s r, or F for an ANOVA) Cohen’s d values were calculated using formulae summarised in
Beasley (2016) and Field (2009).

Weighted average of quality and effect size used to rank papers
A weighted average for each paper was calculated that took into account the quality indicator scores
and the size of the effect reported.

The weighted average included the effect size d x 100, and was derived by the following formula:

Avgw = (wg.g+ wmv.mv + wev .ev + wlc.lc + 100.d)/5 (1)

where wg is the weight given to generalisability; g is the generalisability score; wmv is the weight
applied to measurement validity; mv is the measurement validity score; wev is the weight applied
to ecological validity; ev is the ecological validity score; wlc is the weight applied to logical clarity;
lc is the logical clarity score and d is the Cohen’s d.

The papers were then sorted by their final weighted average and the results reported in three
broad bands (tertiles):

. top 33% (Avgw= 49.05–20.42; d = 2.3–0.795);

. middle 33% (Avgw= 20.23–13.11; d = 0.81–0.46); and

. bottom 33% (Avgw= 12.80−1.26; d = 0.46−0.22).

For each paper, a summary of the implications for teaching practice or curriculum design was
made. These summaries were then grouped or categorised. Categories were created as short 1–3
word group labels that pointed to the focus of the paper, in terms of educational theory, teaching
practice or curriculum design (see Table 4).
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Results

The main findings can be described and documented in a variety of ways. The first, most obvious
approach, is a simple sort on the size of the final weighted average.

These results can be further summarised by counting the number of times, and in which tertile,
each encoding occurs. In Table 5, the data are reduced further into counts of category encodings,
across all papers, within the tertiles bands in which the papers sit. The data are then sorted hierarchi-
cally (first by 3rd tertile, then 2nd, then 1st); on this basis, a more succinct picture emerges. This picture
tells the story of the more frequently-studied constructs/practices and the spread of papers reporting
them across the quality ratings. The definitions of each of these codes are presented in rank order in
Table 6.

Translating the findings to inform practice

Table 7 provides an example translation of these findings into a higher level of abstraction, useful for
institutional teaching and learning policy. In it, the categories/codes derived in the review (centre
column) are further grouped into cognate collections (left-hand column), and an explication of
their defining characteristics is provided (right-hand column).

It is important to note that the cognate groupings are not discrete but often overlap. For example,
‘experience’ often involves ‘application’ but of a particular practical or ‘real-world’ kind. Similarly,
there is an overlap between ‘inquiry’ and ‘challenge’.

Table 4. List of short category labels and N of studies included for each.

Short label N Short label N Short label N Short label N

Structure 11 Relationship (student-
teacher)

2 Blended learning – high
independence

1 Intensives 1

Alignment 5 Spaced revision 2 Cognitive and meta-cog.
prompting; Schema

1 Learning community 1

Active learning 3 Teacher skills 2 Cognitive and meta-
cognitive prompting;
Writing

1 Narration + animation in Multi-
media

1

Collaborative
learning

3 Teacher skills –
Elocution

2 Cognitive challenge 1 PBL (problem-based learning) –
for knowledge versus skill
development

1

Inquiry-based
learning

3 Value 2 Collaborative assessment 1 Peer assessment 1

Interaction/dialogue 3 Variation theory 2 Collaborative learning +
Expertise

1 Peer-tutoring will develop you
meta-cognition

1

PBL (problem-based
learning)

3 Writing 2 Dialogue (Blended L) 1 Retrieval practice 1

Relationship and
structure

3 Alignment and
application of
knowledge

1 Dialogue + Application 1 Student approaches to learning
(SAL)

1

Cognitive and meta-
cog. prompting

2 Alignment and
Professional dev’t of
teachers

1 Gaming (Effect is
negative)

1 Small group teaching –
optimum sizes

1

Episodic richness 2 Application of
knowledge

1 Exam Practice 1 Structure and cognitive load 1

Expertise 2 Application of
knowledge and
Simulation

1 Facilitation of learning 1 Stimulate interest 1

Inter-teaching/
flipping

2 Assessment literacy –
meta-cognition

1 ‘Teaching Quality’ (CEQ
measure) is not useful

1 Teaching peers 1

Meta-cognitive
training

2 Awareness of learning/
progress

1 Heuristic examples/
modelling

1 Workload 1

Randomised practice 2 Blended learning 1 Independent learning 1 Total 94
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Discussion

The purpose and intent of this study were to provide any higher education institution an evidence-
based approach to justify, recommend and formulate policy on teaching practice across the insti-
tution. This review was not a systematic review in the sense of Cochran or Campbell approaches,
however it was conducted systematically and was pragmatically designed with the overall purposes
of the study in mind. Cochran-like systematic reviews are not viable in higher education because of
variability in the meaning of terms, variety in research methods, and dearth of experimental designs;
a consequence is that the searches that strictly adopt search-term rules, can miss important papers
that should be included in a review. This was argued in the paper by Bearman et al. (2012). Even when
a pragmatic approach is adopted, being systematic is not straightforward. Nonetheless, it is possible
and the results can reward the effort.

The literature contains some clearly-written reports of well-designed studies that give some indi-
cation of robust and powerful teaching and curriculum design strategies that have been tested and
shown to be effective. Whilst there are many individual studies that identify specific high-impact
practices, the quality across this collection is variable. The significance of this study is that it identifies
a sub-set of high-quality papers using a priori criteria and standards, and pulls together the findings
across that sub-set of papers. In this way, it is the quality of the research selected, rather than the nar-
rative focus of the review (e.g. a search for evidence on a particular practice) that determines the
outcome of the study. Thus, although the quality criteria and standards were set by the authors,
rather than standing independently of the study, it was the quality criteria themselves that generated
the ranking of the final selected papers and their respective findings.

This study adds to our knowledge of effective teaching practices in two ways: first it selects studies
based on quality and generalisability criteria and second, it ranks findings on the basis of quality cri-
teria combined with effect size. This gives us a different window onto, or view of, the literature on
effective practices for facilitating learning than is usually provided through either systematic
review or narrative review. Since the criteria themselves were generated to serve the purpose of
the study, which was to provide a defensible, best-evidence-based, summary of generally applicable,
highly effective practices thus the results indicate the kinds of practices that can be relied upon across
a range of contexts and applications in higher education.

Table 5. Final sort – by summary of encodings (some findings multiple-coded) of 1st, 2nd and 3rd tertile representing the number
of times the ‘method’ occurred in each tertile.

Code Top 33% Middle 33% Low 33% Unclass-ified Total encodings

Structure 8 6 1 15
Alignment 2 3 2 7
Collaborative learning 2 1 1 4
PBL 2 2 4
Inter-teaching/flipping 2 2
Relationship 1 4 5
Active learning 1 2 3
Application of knowledge 1 1 2 1 5
Expertise 1 1 1 1 4
Episodic richness 1 1 2
Meta-cognitive training 1 1 2
Randomised practice 1 1 2
Inquiry-based learning 1 2 3
Awareness of learning/progress 1 1
Gaming (N.B. the effect is negative) 1 1
Heuristic examples/modelling 1 1
Independent learning 1 1
Intensives 1 1
Narration + animation in Multi-media 1 1
Peer-tutoring will develop you meta-cognition 1 1
Retrieval practice 1 1
Stimulate interest 1 1
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In summary these results they tell us that quality learning environments are those that:

. provision well-structured representations of disciplinary knowledge/concepts, in well-structured
and clearly-planned subject/programme contexts;

. are intellectually challenging;

. take into account students’ goals, and make clear the relevance of what they are learning;

. deploy expert teachers who build rapport with students;

. facilitate application/practice opportunities in authentic or simulated practice situations;

Table 6. Final top tertile collection of constructs and definitions.

Construct name/label Definition or explanation

Structure The provision to students of clarity in both the representation of conceptual content,
relationships between ideas and so forth, and in the step-wise development of learning
towards a well-defined end and purpose. In SEEQ there are two related dimensions:
Teacher’s Preparation; Organisation of the Course and Clarity and Understandableness; e.g.
‘The instructor gave clear explanations’; ‘the instructor interprets abstract ideas and
theories clearly’. (Marsh 1982, 80)

Alignment Biggs’ Constructive alignment – designing into the curriculum activities (in and out-of-class)
that support the achievement of the goals and that mirror the assessments. (Biggs 1996)

Collaborative learning Students learning in teams (also: team-based learning).
PBL Problem-based learning
Inter-teaching/flipping The practice of giving trigger materials/content to students in advance of meeting with

them in the lecture time and using the lecture time to discuss, explore, interrogate or
extend the ideas in the trigger materials.

Relationship A SEEQ dimension: Teacher’s Availability and Helpfulness; also operationalisation of ‘rapport’
through such attributes as: eager to help students; role model; cares about students;
encourages me to succeed; enthusiastic; compassionate; reliable; makes class enjoyable;
receptive; understanding; thoughtful; communicates well; spends extra time going over a
concept if students need it; friendly; considerate; approachable. (Marsh 1982, 80)

Active learning Students actively engaged in their learning, whether stimulated to do so by the teacher or
the curriculum, or by dint of their personal approach to their studies.

Application of Knowledge Having students apply what they have learned (whether conceptual or psycho-motor) in
increasingly authentic real-world-like settings and/or to authentic real-world-like
problems.

Expertise The use of expert teachers (lecturers or practitioners) rather than peer teachers or other non-
experts.

Episodic richness Giving students examples of the application or instantiation of concepts via real-life,
detailed, specific and anecdotal accounts.

Meta-cognitive training Giving students training in meta-cognition.
Randomised practice Randomising the occurrence of revision/practise of a concept/skill.
Inquiry-based learning Involving students in the inductive/research/inquiry process, investigating and solving

disciplinary problems.
Awareness of learning/progress Giving students the capacity to recognise how they have developed/learned, that they have

developed/learned.
Gaming (N.B. the effect is negative) The use of virtual reality environments often featuring pseudo-identities (avatars) and

sometimes reward and challenge outcomes as ways to engage students in the problems/
content to be learned.

Heuristic examples/modelling Allowing students to witness the working-through of a problem or reasoning so the
thinking, planning or approach are made explicit (see also meta-cognition).

Independent learning Students self-instructing (as compared with being instructed by an expert).
Intensives Curriculum design in which instead of semester-long engagement with a few hours per-

week, there is 1–3 weeks of full-time engagement with students.
Narration + animation in Multi-
media

As opposed to text only, the use of spoken word (narration) along with animation to describe
and illustrate concepts.

Peer-tutoring will develop you
meta-cognition

Having student teach concepts or techniques to other students.

Retrieval practice Opportunities to retrieve from memory ideas already learned; the active, cue-driven process
of reconstructing knowledge

Stimulate interest A dimension in SEEQ: Teacher’s Stimulation of Interest in the Course and Its Subject Matter
‘The instructor puts material across in an interesting way’; ‘the instructor gets students
interested in the subject’; ‘it was easy to remain attentive’; ‘the teacher stimulated
intellectual curiosity’ (Marsh 1982, 80).
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. give students opportunities to engage in inductive/exploratory/dialogic learning;

. give students opportunities to interact and work with peers; and

. take into account students’ own role and agency in their learning, encouraging them to engage
the meta-cognitive processes that ensure long-term encoding and retrieval, and which develop
meta-cognition skills that underpin self-assessment, self-monitoring and management of their
own learning.

Table 7. Example translation to policy-level statement based on findings on High impact curriculum design and teaching practices

‘High impact’ practices
focus on:

Categories/codes derived from the
review Defining characteristics

1. Clarity Structure of content representations
Alignment
Expertise
Relationship

Making the structure of knowledge and the progression of
learning clear for students. There are three levels here:

(a) Curriculum design – clear objectives and alignment
between objectives, activities and assessments; clear
organisation of topics within a subject (‘structure of
disciplinary content’)

(b) Design of lectures/classes – clear planning & organisation
of content & activities

(c) Delivery – clear explanations and content structuring by
experts

2. Inquiry PBL (problem-based learning)
CBL (case-based learning)
Active learning
Inquiry-based learning

Using approaches/methods that have the goal of fostering
questioning, problem solving, investigating and testing.
Sometimes referred to as ‘inquiry-based learning’ or ‘active
learning’.
Examples of common pedagogical approaches include PBL,
CBL.

3. Application Active learning
Application of Knowledge
Inter-teaching (‘flipping’ classes)
PBL (problem-based learning)
CBL (case-based learning)

Involving students in exercises/activities to apply knowledge
and understanding.

4. Experience Active learning
PBL (problem-based learning)
Episodic richness

A particular kind of application that is about practical,
experiential learning, sometimes referred to as ‘authentic
learning’ or ‘real world’ practice (e.g. WIL)

5. Challenge Stimulate interest
Inquiry-based learning

Stimulating interest and fostering deep cognitive engagement.
Sometimes mentioned in relation to ‘inquiry-based learning’
and ‘PBL’,

6. Relevance Value (to students)
Episodic richness
Stimulate interest

Helping students to see the value/purpose in what they are
learning. There are two levels to this:

(1) Pedagogical approaches – experiential learning, CBL, PBL
(2) Teacher’s delivery – e.g. using authentic examples of

disciplinary ideas/constructs to students

7. Interaction and
relationships

Collaborative learning
Interaction/dialogue
Student – teacher relationship
Collaborative assessment
Peer-tutoring

Enabling and facilitating peer interaction and learning in a social
context;
Fostering positive interaction between students and teachers

8. Consolidation Randomised practice
Exam practice
Retrieval practice
Structure of content representations;
relationships between ideas

Providing appropriate kinds of retrieval practice and revision, in
which material to be learned is ‘retrieved’ during study
sessions subsequent to the first session in which material is
learned.
Consolidating understanding and correcting misconceptions

9. Self-regulation Metacognitive training
Modelling
Awareness of learning/progress
Independent learning

Facilitating students’ self-assessment, managing their own
learning (e.g. planning, organisation, monitoring, remedial
action, reviewing), learning how to learn and thinking about
how they come to learn.
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There are, as is often the case, some caveats: First, the review strategy selected papers that had a
comparative design for which an effect size was calculated. That effect size is typically, though not
always, based on a comparison of means of an experimental and control group. One problem
with this is that in some cases, the control group was a ‘do nothing’ condition (e.g. participants in
the control group did anagrams at the same time that the student in the experimental group
engaged in the experimental condition). In cases such as these, the effect size can be quite large,
because the comparison group has had no intervention of an educationally relevant kind. The
problem we are often trying to address is more practical and of the form: ‘Is this educational practice
better than some other educational practice?’(e.g. is small group work better than lecturing (on this
note see also Hattie 2015, 81)).

Second, different weightings for the quality variables would have created different final results
(though these differences might have been only at the margins of the lists not in the overall
pattern of results). Thus, the results are influenced heavily by the way the weightings privilege
some study attributes over others. In the context, this is not a weakness because the authors
wanted to find papers that met these criteria, but it is important to bear these weightings in mind
when interpreting the results.

As always, the overarching concern in selecting or encouraging the selection of a teaching
strategy or curriculum design feature should be the ‘fit’ of the method with the intended out-
comes. To be able to provide advice to individual teachers from a study such as this review,
it should be conducted with the specific intended outcomes (and perhaps several other
factors, such as student presage factors) in mind; this review was conducted as a search for
studies that show impact in any class of learning outcome. This is extremely important; any
work that focuses on effect sizes but does not take into account the context, or recognise
different conceptualisations of independent and dependent variables, risks arriving at invalid
conclusions. Hattie’s recent work comparing effect sizes is a case in point; although the indepen-
dents appear to be all of a kind, there is no clear effort to match dependents, the context, or the
purposes of the studies compared (Hattie 2008, 2015; Hattie and Yates 2014). Therefore, ranking
a multitude of apparently alike studies by their effect sizes does not give the information prac-
titioners need to decide if the top or best-ranked methods are right for them, in their context,
with their purposes.

Educational research and studies on learning outcomes cannot be interpreted or compared in a
straightforward way. Much depends on the particular context in which the studies took place, and
particularly in terms of whether a curriculum design feature or intervention will work or not, a lot
depends on the individual knowledge and skill of the teachers designing the tasks and facilitating
learning.

What is ‘effective’ teaching?

The literature on effective teaching, as already stated, contains many ‘advisory’ texts, each of which
derives the justifications for their various advice points from a variety of sources. The question
arises: are these points of advice equally well-supported in the research literature, when the
quality of the research upon which they are based is taken into account? Using the approach
adopted in this study, this question can be answered with some nuance. Putting the quality of
research first (albeit, restricted to our way of defining quality), we are now in a position of
saying which pieces of advice from various sources have strong support from the body of research
in which they feature.

While there is no universally accepted definitions, broadly speaking, it is generally understood that
effective teaching is that which leads effectively to students’ learning. There is a large body of
research over decades identifying common factors that are likely to contribute to successful out-
comes for students (Biggs and Tang 2011; Chickering and Gamson 1987; Koljatic and Kuh 2001; Pas-
carella and Terenzini 1991). As Ramsden (2003) notes:
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A great deal is known about the characteristics of effective university teaching. It is undoubtedly a complicated
matter; there is no indication of one ‘best way,’ but our understanding of its essential nature is both broad and
deep. (88–89)

This review, however, sheds some light on what practices have been studied in a way that gives
confidence in the findings, and have shown promising results in those studies. Adopting this
approach, the lists below show summaries of principles expounded in a variety of texts, alongside
an indicator for each as to whether it was supported through this review’s findings.

Several prominent scholars have synthesised the body of research and have depicted effective
teaching as being characterised by several core principles. For example, Chickering and Gamson’s
(1987), widely-cited 7 principles for good teaching based on 50 years of research into college
teaching and learning, aims to provide board guidance for educators in undergraduate
education:

1. Encourage contact between students and faculty ✓
2. Develop reciprocity and cooperation among students ✓
3. Encourage active learning ✓
4. Give prompt feedback N.D.
5. Emphasise time on task N.D.
6. Communicate high expectations N.D.
7. Respect diverse talents and ways of learning N.D.

Paul Ramsden’s (2003) highly-cited six key principles of effective teaching emphasises good teach-
ing in relation to the student experience:

1. Interest and explanation ✓
2. Concern and respect for student and student learning ✓
3. Appropriate assessment and feedback N.D.
4. Clear goals and intellectual challenge ✓
5. Independence, control and engagement ✓
6. Learning from students N.D.

Some researchers have focused on the perspectives and practices of ‘exemplary’ teachers them-
selves to characterise the core components of effective teaching, For example, Kember and
McNaught’s ten principles of effective teaching are based on interviews with 62 ‘award-winning’ tea-
chers (Kember and McNaught 2007), as is Duarte’s Conceptions of Good Teaching (Duarte 2013)
whilst Bain interviewed and studied the practices of over 40 exemplary teachers to understand
what ‘the best college teachers do’ (Bain 2004).

More recently, there has been increased attention on the science of learning or ‘how learning
works’ and the implications this has for teaching practice (Ambrose et al. 2010). Drawing on research
in psychology, education and cognitive science, Ambrose et al. (2010) proposed seven principles of
learning for ‘smart teaching’:

1. Student’ prior knowledge can help or hinder learning N.D.
2. How students organise knowledge influences how they learning and apply what they know ✓
3. Students’ motivation determines, directs and sustains what they do to learn N.D.
4. To develop mastery, students must acquire component skills. practice integrating them, and know when to apply what
they have learned

✓

5. Goal-directed practice coupled with targeted feedback enhances the quality of students’ learning ✓
6. Students’ current level of development interacts with the social, emotional and intellectual climate of the course to impact
learning

N.D.

7. To become self-directed learners, students must learn to monitor and adjust their approaches to learning. ✓

In addition, as mentioned earlier, there are thousands of small-scale studies investigating the con-
nection between particular teaching methods or practices and student achievement. Hattie’s (2008)
synthesis of 800+ meta-analytic studies identified three key strategies that effective teachers employ
for enhancing student achievement:
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1. Communicate Clear learning intentions and criteria for success ✓
2. Use multiple teaching strategies that emphasise student perspectives in learning N.D.
3. Seek feedback regarding the effectiveness of their teaching and provide feedback to students regarding the effectiveness
of their learning

N.D.

The lists above indicate that there is fairly good-quality evidence for many of the practices rec-
ommended in a variety of core texts in higher education. The fact that some of the recommended prac-
tices were not supported in the corpus of materials we reviewed does not mean that those practices are
not supported in the research literature – the evidence for them may have been missed in our search
strategy, or the papers that report that evidence may not have met our criteria for inclusion. But what
this study shows is that when quality criteria are used in the selection process, and when those criteria
are used to score candidate papers in a nuanced (graded) way, and weighted, along with effect sizes, the
papers that are identified give an evidence base that has certain characteristics that may further
strengthen the justification for recommending the practices evaluated in those papers.

Note

1. We do not report results partitioned into discipline groupings in this paper.
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